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ABSTRACT
Latent Semantic Analysis (LSA) defines a semantic simi-
larity space using a training corpus. This semantic similar-
ity can be used for dealing with long distance dependen-
cies, which are an inherent problem for traditional word-
basedn-gram models. Since LSA models adapt dynam-
ically to topics, and meetings have clear topics, we con-
jecture that these models can improve speech recognition
accuracy on meetings. This paper presents perplexity and
word error rate results for LSA models for meetings. We
present results for models trained on a variety of corpora
including meeting data and background domain data, and
for combinations of multiple LSA models together with a
word-basedn-gram model. We show that the meeting and
background LSA models can improve over the baselinen-
gram models in terms of perplexity and that some back-
ground LSA models can significantly improve over then-
gram models in terms of word error rate. For the combina-
tion of multiple LSA models we did however not see such
an improvement.
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1 Introduction

Word-basedn-gram models are a popular and fairly sucess-
ful paradigm in language modeling. With these models it
is however difficult to model long distance dependencies
which are present in natural language [1].

LSA maps a corpus of documents onto a semantic
vector space. Long distance dependencies are modeled by
representing the context or history of a word and the word
itself as a vector in this space. The similarity between these
two vectors is used to predict a word given a context. Since
LSA models the context as a bag of words it has to be com-
bined withn-gram models to include word-order statistics
of the short span history. Language models that combine
word-basedn-gram models with LSA models have been
successfully applied to conversational speech recognition
and to the Wall Street Journal recognition task [2][3].

We conjecture that LSA based language models can
also help to improve speech recognition for meetings, be-

cause meetings have clear topics and LSA models adapt
dynamically to topics. Due to the sparseness of available
data for language modeling for meetings it is important
to combine meeting LSA models that are trained on rela-
tively small corpora with background LSA models which
are trained on larger corpora. The meeting domain is our
adaptation domain and we have multiple background do-
mains from broadcast news to web data.

2 LSA based Language Models

2.1 Constructing the Semantic Space

In LSA first the training corpus is encoded as a word–
document co-ocurrence matrixW (using weighted term
frequency). This matrix has high dimension and is highly
sparse. LetV be the vocabulary with|V| = M and T
be a text corpus containingn documents. Letcij be the
number of occurrences of wordi in documentj, ci the
number of occurrences of wordi in the whole corpus, i.e.
ci =

∑N
j=1 cij , andcj the number of words in documentj.

The elements ofW are given by

[W ]ij = (1 − ǫwi
)
cij

cj

(1)

whereǫwi
is defined as

ǫwi
= −

1

log N

N∑

j=1

cij

ci

log
cij

ci

. (2)

ǫw will be used as a short-hand forǫwi
. Informative words

will have a low value ofǫw. Then a semantic space with
much lower dimension is constructed using Singular Value
Decomposition (SVD) [4].

W ≈ Ŵ = U × S × V T (3)

For some orderr ≪ min(m, n), U is am × r left singular
matrix,S is ar× r diagonal matrix that containsr singular
values, andV is an × r right singular matrix. The vector
uiS represents wordwi, andvjS represents documentdj .
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Figure 1. Perplexities for the Fisher LSA model with dif-
ferentγ andβ values.

2.2 LSA Probability

In this semantic space the cosine similarity between words
and documents is defined as

Ksim(wi, dj) ,
uiSvT

j

||uiS
1
2 || · ||vjS

1
2 ||

. (4)

Since we need a probability for the integration with then-
gram models, the similarity is converted into a probability
by normalizing it. According to [5], we extend the small
dynamic range of the similarity function by introducing a
temperature parameterγ. Our experiments show that the
tuning ofγ can lower the perplexity. Figure 1 shows per-
plexities for an LSA model trained on Fisher conversational
speech data with differentγ values compared to a4-gram.
Additionally an offsetβ ∈ [0, 1] is added to the similarities
to avoid pruning of similarities between1 − β and1. The
exponent that mimimizes the perplexity increases with the
offset, the minimum perplexity however stays the same.

We also have to define the concept of a pseudo-
documentdt−1 using the word vectors of all words pre-
cedingwt, i.e. w1, . . . , wt−1. This is needed because the
model is used to compare words with documents that have
not been seen so far. In the construction of the pseudo-
document we also include a decay parameterδ < 1 that
renders words closer in the history more significant.

The conditional probability of a wordwt given a
pseudo-documentdt−1 is defined as

PLSA(wt|dt−1) ,

[Ksim(wt, dt−1) − Kmin(dt−1)]
γ

∑
w[Ksim(w, dt−1) − Kmin(dt−1)]γ

(5)

whereKmin(dt−1) = minw K(w, dt−1) to make the re-
sulting similarities nonnegative [3].

2.3 Combining LSA and n-gram Models

For the interpolation of the word basedn-gram models and
the LSA models we used the methods defined in Table 1.λ

is a fixed constant interpolation weight, and∝ denotes that
the result is normalized by the sum over the whole vocabu-
lary. λw is a word-dependent parameter defined as

λw ,
1 − ǫw

2
. (6)

This definition ensures that then-gram model gets at least
half of the weight. λw is higher for more informative
words.

Model Definition

n-gram (baseline) Pn−gram

Linear interpolation (LIN) λPLSA + (1 − λ)Pn−gram

Similarity modulated
n-gram interpolation ∝ (Ksim − Kmin)Pn−gram

(SIMMOD)
Information weighted

geometric mean ∝ Pλw

LSAP 1−λw

n−gram

interpolation (INFG)

Table 1.Interpolation methods.

We used three different methods for the interpola-
tion of n-gram models and LSA models. Theinformation
weighted geometric mean, thesimilarity modulated n-gram
and simplelinear interpolation. Theinformation weighted
geometric mean interpolation represents a loglinear inter-
polation of normalized LSA probabilities and the standard
n-gram, weighted byλw . Thesimilarity modulated n-gram
interpolation usesKsim andKmin directly, without normal-
izing first.

2.4 Combining LSA Models

For the combination of multiple LSA models we tried
two different approaches. The first approach was the lin-
ear interpolation of LSA models with optimizedλi where
λn+1 = 1 − (λ1 + . . . + λn):

Plin , λ1PLsa1 + . . . + λnPLsan + λn+1Pn−gram (7)

Our second approach was the INFG Interpolation
with optimizedθi whereλ

(n+1)
w = 1− (λ

(1)
w + . . .+λ

(n)
w ):

Pinfg ∝ P
λ(1)

w
θ1

Lsa1
. . . P

λ(n)
w

θn

Lsan
P

λ(n+1)
w

θn+1

n−gram (8)

The parameterθi have to be optimized since theλ(k)
w

depend on the corpus, so that a certain corpus can get a
higher weight because of a content-word-like distribution
of w, although the whole data does not well fit the meeting
domain. In general we saw that theλw values were higher
for the background domain models than for the meeting
models. But taking then-gram mixtures as an example the
meeting models should get a higher weight than the back-
ground models. For this reason theλw of the background
models have to be lowered usingθ.



To ensure that then-gram model gets a certain part
α of the distribution, we defineλ(k)

w for word w and LSA
modelLsak as

λ(k)
w ,

1 − ǫ
(k)
w

n
1−α

(9)

where ǫ
(k)
w is the uninformativeness of wordw in LSA

modelLsak as defined in (2) andn is the number of LSA
models. This is a generalization of definition (6). Through
the generalization it is also possible to trainα, the mimi-
mum weight of then-gram model.

For the INFG interpolation we had to optimize the
model parametersθi, the part of then-gram modelα, and
theγ exponent for each LSA model [6]. For the optimiza-
tion meeting heldout data was used, containing four ICSI,
four CMU, and four NIST meetings.

3 Meeting Models

3.1 Perplexities

For the training and testing of our first models we used the
ICSI meeting corpus [7]. The training set contains 730K
words. For this test we used the 2002 meeting evaluation
development set (dev02) consisting of 37K words. We used
the meeting boundaries as document boundaries, which are
needed for the training of the LSA model.

Table 2 shows the perplexity results for ICSI meet-
ings for the different methods. While thelinear interpo-
lation (LIN) and thesimilarity modulated n-gram (SIM-
MOD) do not bring any improvements over the baseline
trigram model, theinformation weighted geometric mean
(INFG) reduces perplexity. The improvement of theinfor-
mation weighted geometric mean interpolation over the tri-
gram model is consistent with findings in [3]. For the other
interpolations we always used the INFG method, since it
outperformed all other interpolation methods.

Model Perplexity

3-gram 84.3
INFG 81.7

SIMMOD 85.1
LIN 88.2

Table 2.Perplexity results for ICSI meetings on dev02.

The next meting model was trained on 880K words
of CMU, ICSI, LDC and NIST meetings. For these and
the other tests we used the 2004 NIST meeting develop-
ment test set (dev04) consisting of 20K words. Table 3
shows the perplexities for this model interpolated using
the INFG method with then-gram model that was esti-
mated with modified Kneser-Ney smoothing. CMU, ICSI,
LDC and NIST meetings are the subsets of the data. There
are small improvements for all meeting sites (CMU, ICSI,
LDC, NIST).

Model All CMU ICSI LDC NIST

4-gram 127.6 172.9 76.4 156.3 132.2
INFG 123.7 168.5 75.4 149.0 127.7

Table 3.Perplexity results for all meetings on dev04.

3.2 Word Error Rates

For our word error rate experiments we used test data from
the NIST Spring 2005 Meeting Rich Transcription (RT-
05S) evaluation [8], which contains meetings from several
different sites.

n-gram LSA

AMI 25.5 25.5
CMU 24.7 24.9
ICSI 19.8 19.5
NIST 25.7 25.8
VT 27.0 26.9

ALL 24.9 24.8

Table 4.Relative word error rate improvements for meeting
LSA models.

The relative WER improvements on the meeting data
(Table 4) are neither significant for the ICSI data (+1.5%,
p = 0.1), nor for the VT data (+0.3%, p = 0.4) or for
the complete data set (+0.4%, p = 0.8) according to a
matched-pairs test.

4 Background Domain Models

4.1 Perplexities

Since the training corpora for meetings are very small we
trained further LSA models on multiple background do-
mains. A mixture of language models trained on adapta-
tion and background domains has also been used for word-
basedn-gram models for meetings by [8]. The transcripts
of the following widely-used corpora were used: Fisher,
Hub4-LM96 and TDT4 (see Table 5). Furthermore we
used data collected from the web, similar to CMU, ICSI
and NIST meetings (=Meet-Web), and the Fisher corpus
(=FWeb) as shown in Table 5. The document boundaries
for the Fisher data were conversation sides, for the Hub4-
LM96 broadcast news data they were news sites, and for
the web data we used websites as document boundaries.
The n-gram model used for meeting recognition in the
2005 NIST Meeting Speech Recognition Evaluations [8]
was also trained on the above data. When we first interpo-
lated our small meeting LSA models with this largen-gram
mixture model we saw no improvements. This finding mo-
tivated us to include data from background domains.



Training Source # of words (×103)

Fisher 23357
Hub4-LM96 130850

TDT4 11869
Meet-Web 147510

FWeb 530284

Table 5.Training data sources.

Model Hub4-LM96 Tdt4 Meet-Web Fisher

4-gram 144.1 238.8 145.5 131.5
INFG 134.2 224.6 137.4 123.9

Model FWeba FWebb FWebc FWebd

4-gram 130.0 130.0 130.0 130.0
INFG 123.3 124.1 123.5 123.8

Table 6.Perplexity results on dev04.

Table 6 shows the estimated perplexities for the mod-
els trained on the background domain data. The corre-
spondingn-gram models where trained on the same data.
We had to split the Fisher web data FWeb into four parts
FWeba, FWebb, FWebc, and FWebd because it was too
big to train one LSA model on it. The test set was again
the dev04 test set. There are improvements over all back-
ground domains. We find these results promising for inter-
polating of multiple LSA models. Each LSA model is able
to improve over the baselinen-gram model.

Concerning theγ exponent parameter defined in (5)
that is used to expand the small dynamic range of the LSA
similarity, we found that the optimal value ofγ is higher for
bigger models. The optimal value for the meeting model is
5, for the Fisher model it is7 and for all other models it is
9, using an offsetβ = 0.

4.2 Word Error Rates

For the background domain models we got significant
WER improvements for two of the data and meeting sites.
For the Fisher data we got a relative WER improvement
of +1.1% on the CMU data that is significant (p = 0.05).
For the FWebc data we got a relative WER improvement of
+1.7% on the ICSI data that is significant (p = 0.04).

5 Combined LSA Models

5.1 Perplexities

Perplexity results for the combination of all of the 8 back-
ground LSA models, the meeting LSA model, and then-
gram mixture model trained on all the available data are
shown in Table 7.

Model All CMU ICSI LDC NIST

4-gram 85.4 104.1 67.0 87.5 89.8
LIN 85.4 104.1 67.0 87.5 89.8

INFG 84.5 103.0 66.2 86.4 88.9

Table 7. Perplexity results for combined LSA models on
dev04.

In case of the linear interpolation all LSA models get
zero weight, so there is no improvement over then-gram
model. The INFG interpolation gives a small improvement,
where the highestθi weights are given to the meeting LSA
model, followed by the models trained on the Fisher and
the Fweb data.

5.2 Word Error Rates

n-gram LIN INFG

AMI 24.7 24.7 24.5
CMU 26.5 26.5 26.7
ICSI 22.6 22.6 22.7
NIST 24.4 24.4 24.4
VT 24.4 24.4 24.4

ALL 24.5 24.5 24.6

Table 8. Relative word error rate improvements for com-
bined LSA models.

For the combination of LSA models using INFG in-
terpolation (Table 8) we got a relative WER improvement
on the AMI data of+0.8% which is not significant (p =
0.2).

6 Summary and Conclusion

When we first tried to interpolate the meeting LSA model
with a mixturen-gram model, trained on all available data
(Table 5) we did not see any improvements in perplexity.
Our conclusion was that the LSA model does not capture
more information than then-gram model in this case. But
when we were training on the same data we always saw an
improvement of the LSA model over then-gram model in
terms of perplexity. This shows us that the LSA models
captures some additional information compared to then-
gram model, if trained on the same data.

Since it is not feasible to train one LSA model on
all the data our next step was to think about combinations
of LSA models. The most promising technique was the
log-linear INFG interpolation with optimized interpolation
weights. But even with this interpolation we did only see
small improvements in terms of perplexity. Concerning
perplexity we can conclude that we can achieve improve-



ments over all background domains, but that we are still
missing an interpolation method for multiple LSA models.

One possible problem in combining multiple LSA
models could be that there are too many cases where the
models give different similarites for the same words and
contexts. In this case the word entropy could still make a
difference with the INFG method. But with a similar en-
tropy the models would neutralize each other.

Concerning the word error rates we also saw signifi-
cant improvements for some of the background models, but
no significant improvements for the combined LSA models
and the meeting model. These results suggest a preselec-
tion of background models which are then used for the in-
terpolation.

We showed that LSA based language models can de-
crease perplexity for meeting language modeling using a
variety of background domain data, ranging from broad-
cast news and conversational speech to text collected from
the web. We also discussed possible combinations of LSA
models, which make it feasible to train these models on
very large corpora.

Furthermore we showed that we can achieve signifi-
cant improvements in terms of WER with some of the back-
ground domain models. For the combined LSA models we
did however not see a significant improvement in terms of
WER.

The significantly different results in terms of word er-
ror rate for different training corpora and meeting sites sug-
gest that the LSA model combination should be preceded
by an LSA based matching between meeting sites and train-
ing data.
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